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Abstract—This paper reports on a new approach for the analysis and design of vibration-to-electricity converters [vibration energy harvesters (VEHs)] operating in the mode of strong electromechanical coupling. The underlying concept is that the mechanical impedance is defined for a nonlinear electromechanical transducer on the basis of an equivalence between electrical and mechanical systems. This paper demonstrates how the mechanical impedance of the transducer depends not only on the geometry and the nature of the electromechanical transducer itself but also on the topology and on the operation mode of the conditioning circuit. The analysis is developed for resonant harvesters and is based on the first-harmonic method. It is applied to three electrostatic harvesters using an identical conditioning circuit but employing transducers with different geometries. For each of the three configurations, the mechanical impedance of the transducer is calculated and then used to determine the optimal electrical operation mode of the conditioning circuit, allowing a desired amplitude of the mobile-mass vibration to be obtained. This paper highlights how the parameters of the conditioning circuit and of the transducer impact the transducer’s mechanical impedance, directly affecting the impedance matching between the energy source (resonator) and the transducer. This technique permits the design of highly efficient VEHs whatever the means of transduction.
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I. INTRODUCTION

A. Objectives of This Study

Vibration energy harvesters (VEHs) convert the energy of ambient mechanical vibrations into electrical energy. They are the main candidates for supplying abandoned autonomous sensors in transport and industrial machines. Numerous practical implementations have been made recently [1]–[7], although most of these convert only a small part of the available mechanical energy (under 10%) [8]. This means that the interaction (also known as coupling) between the mechanical resonator and the conditioning electronics is weak. This suggests that the designers’ effort should be focused on the optimization of the electromechanical conversion, considering the resonator, electrostatic transducer, and conditioning circuit as a whole [6], [9]–[13].

A VEH efficiency close to the theoretical limit is only reachable if the VEH is designed to operate in the mode of strong electromechanical coupling. The strong electromechanical coupling operation of VEH takes place when the energy converted by the electromechanical transducer is comparable with the energy related to the mechanical vibrations of the resonator (elastic and kinetic energies). In this mode, the resonator’s mechanical behavior impacts strongly on the operation of the electronics connected to the transducer and vice versa: The electrical and mechanical domain operations can no longer be considered separately.

In the existing literature, the theoretical investigation of VEH operation in strong coupling mode has mainly been carried out for piezoelectric [14], [15] and electromagnetic [16] VEHs and for particular configurations of capacitive VEHs [12], [17]. Most of these studies are based on the hypothesis of a quasi-linear model of the electromechanical transducer. This paper proposes a general theoretical and analytical framework, allowing the description of VEH operation in the mode of strong electromechanical coupling, without any hypothesis about the linearity of operation and valid for VEHs with any kind of electromechanical transducers.

B. Consequences of Strong Electromechanical Coupling

For a harvester composed of a second-order lossless resonator and an electromechanical transducer of any nature, the absolute upper limit of the power that can be extracted, i.e., converted from the mechanical to electrical domain, is given by [18]

\[
P_{h\text{ max}} = \frac{1}{2} A_{\text{ext}} \omega m X_{\text{max}}
\] (1)

where \(X_{\text{max}}\) is the maximum allowed displacement of the resonator mobile mass, \(m\) is the resonator lumped mass, and \(\omega\) and \(A_{\text{ext}}\) are the angular frequency and the acceleration amplitude of the external vibrations, respectively. The difficulties related with strong electromechanical coupling analysis can be illustrated on the example of a capacitive VEH. If the resonator is connected with a capacitive transducer operating in a triangular constant-charge QU (charge-voltage) cycle [11], the theoretical converted power is given by the well-known equation [19]

\[
P_{h\text{ converted}} = \frac{1}{2} \tau_{0} C_{\text{max}}^{2} \left( \frac{C_{\text{max}}}{C_{\text{min}}} - 1 \right) \frac{\omega c}{2\pi}
\] (2)
where $U_0$ is the voltage across the transducer’s electrical terminal when its capacity is maximal and $\omega_c$ is the angular frequency of variations of the transducer capacitance. $\omega_c$ can be different from $\omega$ if the capacity–displacement relation of the transducer is nonmonotonic [20]. $C_{\text{max}}$ and $C_{\text{min}}$ are the maximal and minimal values of the transducer’s capacitance over one period of the mobile-mass vibration. They depend on the amplitude of the resonator vibrations and on the transducer’s geometry.

For a given capacitive VEH, the value of the converted power expressed by (2) should be lower than the value given by (1). However, if $U_0$ is increased, from (2), it follows that the value of $P_{\text{h,converted}}$ is unbounded and can be greater than $P_{\text{h,MAX}}$. This apparent contradiction is explained by the fact that (2) is obtained under a hypothesis where the values of $C_{\text{max}}$ and $C_{\text{min}}$ are known and $U_0$-independent. This is true for low values of $U_0$, where the electromechanical coupling is weak and the force generated by the transducer on the resonator is negligible. If the value of $U_0$ is high, this hypothesis no longer holds: In VEH, $C_{\text{max}}$ and $C_{\text{min}}$ are related with the vibration amplitude of the mobile mass, and at high voltages of the transducer, the vibration amplitude is significantly affected by the force generated by the strongly biased electrostatic transducer. Hence, increasing $U_0$ modifies the mass vibration amplitude and, consequently, $C_{\text{max}}$ and $C_{\text{min}}$, so that the inequality $P_{\text{h,converted}} \leq P_{\text{h,MAX}}$ always holds.

So far, there has been no general technique to predict the mobile-mass vibration amplitude in such cases of strong electromechanical coupling and, hence, the level of converted power. The theory developed in this paper allows this prediction, making possible an optimal design of VEHs.

C. Analysis Techniques of Electromechanical Energy Conversion

In energy harvesting applications, the electromechanical transducers often operate in large-signal mode, which implies a strongly nonlinear behavior. There are two origins of non-linearities. The first is related to the nonlinear mathematical relation between the dynamic quantities of transducers (force, voltage, strain, magnetic flux, displacement, etc.). In some cases, these non-linearities are smooth and can be neglected, allowing analysis using a quasi-linear model [21], [22]. The second source of nonlinearity is the possible switching and nonlinear nature of the conditioning circuit operation. Even in the simple harvesting scheme of piezoelectric harvesters including a diode bridge and an output capacitive reservoir [15], the voltage applied across the electrical terminal of the transducer is a piecewise-defined wave. Here, the network topology connected to the transducer changes four times over one vibration period because of the switching behavior of the diode bridge. Electrostatic transducers behave nonlinearly in most cases because of the switching nonlinear conditioning circuits required by the energy conversion principle [23].

A common technique used to analyze the harvester operation consists in representing the transducer by its equivalent linear electrical model and connecting this model to the electrical schematic of the conditioning circuit. Such a system can be analyzed with the methods of electrical network analysis. However, this approach works only for cases where the nonlinearities of the transducer are smooth and, more importantly, when the equivalent electrical model of the transducer does not change with time. Typically, this is the case of harvesters using a piezoelectric or electromagnetic electromechanical interface [18], [24], [25]. The operation of an electrostatic transducer is more complex: Its equivalent electrical model is strongly nonlinear and time variant. For example, even for the simplest harvesting scheme based on a constant-charge triangular QU cycle [11], the electrical charge of the transducer capacitance and the generated force depend in a discontinuous way on the sign of the time derivative of the transducer capacitance (cf. Section IV-A). However, linearization of electrostatic transducers is still the dominant approach in the published studies: The capacitive transducer is often modeled as a spring [6], [26] or as a damper [18], [27]. These representations are locally correct on some time intervals of the transducer operation, but do not adequately model the global operation of the system.

The electromechanical coupling phenomena have been relatively well addressed in works dealing with piezoelectric or electromagnetic transducers. However, most of the studies of electrostatic transducers are focused on the conditioning circuit operation or on the design/optimization of the resonator-transducer block, with only a few considering the coupled operation of both [7], [13], [24]. Our work highlights that the operation mode and the topology of the conditioning electronics are just as important as the geometry of the transducer for the performance of the overall system. The theory proposed in this paper provides a general, simple, and rigorous tool which allows the understanding and the quantitative description of the interaction between the conditioning circuit, the resonator, and the transducer.

In this paper, we shall use the following naming conventions.

- Small letters shall denote the instantaneous real values of dynamic quantities, e.g., $f$ for force, $v$ for the velocity, and $q$ for electrical charge.
- Capital letters shall denote the amplitude of sinusoidal quantities, e.g., $F$ and $V$.
- Dotted capital letters shall denote the complex amplitudes of sinusoidal quantities, e.g., $\hat{F}$ and $\hat{V}$.
- Instantaneous voltages, currents, and capacitances shall be denoted by capital $U$, $I$, and $C$, respectively.

II. ANALYTICAL MODEL OF HARVESTER

A. Description of the System

Harvesting of mechanical energy is achieved in two stages. First, a part of the mechanical energy of external vibrations is captured by the mechanical part of the harvester, which is, in most cases, composed of a mechanical resonator. Then, the electromechanical transducer achieves the transformation of this mechanical energy into an electrical form. The main role of the conditioning circuit is to create an electrical context needed for a proper operation of the electromechanical transducer.

Fig. 1 shows a general model for a mechanical energy harvester. In the mechanical domain, there are two reference frames: the global inertial frame $O_{\text{OI}}$, in which the external vibrations take place with acceleration $\alpha_{\text{EXT}}$, and the reference
be narrow band, i.e., with a quality factor above 10, and moving mass. The transducer generates a force and, thus, on the velocity (current). The mechanical resonator is modeled by applying a force to the vibrating system in which the harvester is located. Usually, the motion of the \( O_x \) reference frame is modeled by applying a force \(-m \ddot{a}_{\text{ext}}\) to the resonator (\( m \) is the resonator’s mass), and then, the \( O_x \) reference frame is considered as inertial [28]. The resonator can be modeled with its lumped-parameter model composed of a mass (\( m \)), an elastic spring (with stiffness \( k \)), and a viscous damper (with damping coefficient \( \mu \)). The transducer is a device having two mechanical terminals: One is fixed with respect to the \( O_x \) reference frame, and the second is attached to the moving mass. The transducer generates a force \( f_t \) on the mass, and this force depends on the distance between its terminals (thus, on the mass position in the \( O_x \) reference frame) and on the transducer’s electrical state (voltage, current, etc.).

We suppose that the external acceleration is sinusoidal, with a known amplitude \( A_{\text{ext}} \) and an angular frequency \( \omega \), \( \omega = 2\pi/T \), with \( T \) being the vibration period. The resonator is supposed to be narrow band, i.e., with a quality factor above 10, and \( \omega \) is close to the resonator’s resonance frequency.

The presented method is inspired by techniques used for the analysis of electrical networks; hence, we use the electromechanical analogy for the representation of mechanical quantities (cf. Table I). The mechanical system in Fig. 1 is represented by the equivalent electrical network in Fig. 2. The force \(-m \ddot{a}_{\text{ext}}\) is represented by an independent voltage source. The transducer is represented by an electrical dipole whose voltage (the force) depends, generally, on the displacement and, thus, on the velocity (current). The mechanical resonator is equivalent to a series \( RLC \) network.

\( f_t \) depends not only on the transducer’s physical nature and geometry but also on the associated electrical dynamic quantities (voltage, charges, electrical or magnetic field, etc.). For this reason, the presented theory deals with a block “transducer + conditioning electronics,” rather than with an isolated device interfacing electrical and mechanical systems. This is a very important point, which distinguishes this work from previously proposed approaches.

### B. First-Harmonic Method

This section presents how the nonlinearity of the VEH can be dealt with through the use of the first-harmonic method.

If the external acceleration is periodic, it can be assumed that all mechanical quantities of the harvester are periodic as well. Although this is not exactly true on large timescales for complex conditioning circuits [3], where the electric parameters of the conditioning circuit change slowly in time, at a timescale of several vibration periods, \( f_t \) can be considered periodic. Here, \( f_t \) is not necessarily sinusoidal. For example, a quasi-linear piezoelectric transducer associated with a sinusoidally vibrating resonator generates a sinusoidal force if connected with a linear resistor, but the force is nonsinusoidal if the conditioning circuit includes a diode bridge and a reservoir capacitor in parallel with the load resistance [15]. The narrow-band hypothesis stated in Section II-A implies that if a resonator is excited with a nonsinusoidal periodic external force and if this force has the first (fundamental) harmonic inside the passband of the resonator, the upper harmonics of the force are attenuated by the resonator frequency response, and the oscillations of the resonator can be considered as sinusoidal at the fundamental frequency of the external excitation. In this case, the higher harmonics of the force can be neglected. This assumption is the base of the first-harmonic method, which is a simplified version of the harmonic balance method [30]. Our analysis is only valid for the cases where this assumption is valid, i.e., where the energy injected in the mechanical system by the fundamental harmonic of the nonlinear force is much greater than the energy injected by the higher harmonics (e.g., the former representing 90% of the overall energy injected by this force).

Fig. 3 shows the transducer as a nonlinear operator which receives a sinusoidal signal at the input (the transducer’s mobile mechanical terminal displacement) and outputs a nonsinusoidal periodic force. Considering only the fundamental harmonic of the output quantity means representing the transducer by a model which reproduces a summarized contribution of the nonlinear properties of the transducer. This model is only characterized by a ratio between the amplitudes of the input and output quantities and by the phase shift, i.e., by a complex transmission coefficient which is redefined for each amplitude value of the input signal. In this sense, the equivalent model is not linear, but it can be dealt with as linear in the context in which the input amplitude is constant, i.e., in the analysis of the asymptotic (steady-state) behavior of the system. Hence, in the further analysis, the nonlinear element of the network in Fig. 2 is replaced with a dipole responding to a sinusoidal current (velocity) by a sinusoidal voltage (transducer’s force); Such an element can be
characterized by a mechanical impedance, and the whole network can be analyzed as linear.

C. Mechanical Impedance of Nonlinear Transducer

Usually, an impedance is defined for linear electrical systems submitted to sinusoidal excitations. The mechanical impedance \( \Psi \) is defined equivalently to its electrical counterpart

\[
\Psi = -\frac{F}{V}
\]

where \( F \) and \( V \) are the complex amplitudes of the sinusoidal force and velocity of the point of force application, respectively. The complex amplitudes can be obtained by calculating the fundamental coefficients of the complex Fourier series.

As we said, \( f_t \) is generally nonsinusoidal. For this reason, the impedance definition of (3) is not applicable for the transducer and, in the context of the first-harmonic analysis, should be redefined as the ratio between minus the complex amplitude of the fundamental harmonic of \( f_t (\hat{F}) \) and the complex amplitude of the sinusoidal velocity of the moving terminal of the transducer

\[
\Psi_t = -\frac{\hat{F}}{\hat{V}}.
\]

Because of the nonlinear relation between the force and the resonator displacement, the mechanical transducer’s impedance depends on the mobile terminal displacement amplitude.

The transducer’s force \( f_t \) depends on the transducer’s electrical state defined by the conditioning circuit. Hence, the definition of the mechanical impedance of a transducer can only be done for the whole system composed of the transducer and of the conditioning circuit with its specified operation mode. The operation mode can be characterized by a set of parameters which we call \( \mathcal{P} \). The transducer’s impedance is a complex-value function of these parameters.

Calculation of the transducer’s mechanical impedance is quite complex even for simple harvesting systems and, in many cases, can only be obtained numerically. We propose the following general procedure, which is applicable to VEHSs with any nature of electromechanical transducer. First, the value of the velocity amplitude \( V \) for which the transducer’s impedance is calculated is fixed. The mobile electrode of the transducer is supposed to have a sinusoidal motion with velocity \( v(t) \)

\[
v(t) = V \cos(\omega t + \phi_v)
\]

where \( V \) and \( \phi_v \) are the amplitude and the initial phase of the mobile terminal displacement. The value of \( \phi_v \) does not matter in the impedance calculation and can be fixed arbitrarily. If the transducer and the conditioning circuit have internal energy states, they must be initially defined. These initial parameters of the conditioning circuit can be included in the vector \( \mathcal{P} \).

Then, under this hypothesis of the mobile-mass displacement, the electrical quantities defining the transducer’s force are calculated using the model of the transducer and of the conditioning circuit. From these quantities, the force \( f_t \) generated by the transducer on one mobile-mass vibration period is calculated. The mechanical impedance of the transducer is then calculated using (4), with \( \hat{F}_t \) and \( \hat{V} \) obtained as the fundamental coefficient of the complex Fourier series calculated for \( f_t \) and \( v(t) \), respectively.

The calculation of \( f_t \) is the most complex step of this procedure. It depends on the system “transducer+conditioning circuit.” In the case of piezoelectric VEHSs, the transducer submitted to a deformation (strain) generates a current which, interacting with the conditioning circuit, results in some voltage on the piezoelectric transducer’s electrodes. Hence, a mechanical force applied to the resonator is generated by the transducer. In the case of electromagnetic VEHSs, the imposed displacement of a coil or magnet results in an induced electromotive force, which, interacting with the conditioning circuit, results in a current in the coil, which generates a force when interacting with the magnet. For electrostatic VEHSs, the detailed description of the transducer’s impedance calculation will be given in Section IV.

The next section demonstrates the practical use of the mechanical impedance definition in the analysis of mechanical energy harvesters.

III. ANALYSIS OF VEHS THROUGH THE CONCEPT OF MECHANICAL IMPEDANCE

A. Principle

The second Newtonian law written for the mobile mass is equivalent to the mesh equation for the network in Fig. 2. In steady-state harmonic mode, the complex amplitudes of the dynamic quantities are defined by

\[
-m \hat{A}_{ext} = (\Psi_t + \Psi_r) \hat{V}
\]

where \( \Psi_r \) is the mechanical impedance of the resonator given by

\[
\Psi_r = \mu + \frac{k}{j\omega} + j\omega m
\]

and \( \hat{A}_{ext} \) is the complex amplitude of the external vibration’s acceleration. This is a nonlinear equation, since \( \hat{V} \) and \( \Psi_t \) both depend on \( V \). The solution to the problem presented in Section I-B,
i.e., finding the mass displacement amplitude corresponding to a given \( \mathcal{P} \) and to a given conditioning circuit, is simply found by equating the absolute values of both parts of (6)

\[
m_A_{\text{ext}} = |\Psi_t + \Psi_t| \cdot V.
\]  

(8)

This equation is algebraic and nonlinear and can have several solutions. The resolution of (8) requires a knowledge of the transducer impedance function \( \Psi_t(V) \) which is found following the procedure described in Section II-C.

However, in the context of harvester design, the problem is inverse: how to find the operation mode of the conditioning circuit to ensure a given vibration amplitude defined by the resonator geometric constraints, whereby the maximal harvesting power can be achieved. For this case, (8) is rewritten as

\[
\frac{m_A_{\text{ext}}}{V} = |\Psi_t + \Psi_t|.
\]  

(9)

If \( V \) is fixed, this equation uniquely defines the modulus of the total impedance of the system \( \Psi_s = \Psi_t + \Psi_t(P) \). On an impedance chart, the corresponding locus is the circle \( |\Psi_s| = (m_A_{\text{ext}}/V) \). The set of solutions is given by the intersection of this circle with the locus \( \Psi_t + \Psi_t(P) \) plotted on the same chart, when the components of the \( \mathcal{P} \) vector vary in the allowed range. The solution set can contain zero, one, or many points, depending on the shape of the \( \Psi_t + \Psi_t(P) \) locus. In the language of complex amplitudes, the real harvested power \( P \) is then given by [29]

\[
P = \frac{1}{2} |V|^2 \text{Re} \Psi_t = \frac{1}{2} V^2 \text{Re} \Psi_t.
\]  

(10)

Since \( V \) is fixed, among several possible solutions, the maximal harvested power corresponds to the solution point on the impedance chart for which \( \text{Re} \Psi_t \) is maximal.

Equation (10) suggests that, to maximize the harvested power, both the amplitude \( V \) and the real part of the transducer’s impedance are to be maximized. Indeed, this is true in most practical cases. However, as we said before, \( V \) and \( \text{Re} \Psi_t \) are not mathematically independent, and in principle, there can exist a configuration of VEHSs in which, at least for some range of \( V \) values, the harvested power is higher for smaller amplitudes.

B. Stability of Solutions

The aforementioned analysis allows one to find the asymptotic solutions of oscillator equations, but it does not guarantee that the obtained solutions are stable. The problem of instability can be illustrated as follows. In a harvesting system, the transducer mechanical impedance depends on the mobile-mass vibration velocity amplitude, i.e., \( \Psi_t = \Psi_t(V) \). The transducer is mechanically connected to a resonator having an impedance \( \Psi_r \).

Hence, the total complex mechanical load impeding to the external force \( -m_A_{\text{ext}} \) has an impedance \( \Psi_s(V) = \Psi_t + \Psi_t(V) \). Let us assume that the system behaves following an asymptotic solution with velocity amplitude \( V_0 \) and that there is a perturbation (for example, an irregularity on the external vibration acceleration function) such that the velocity amplitude increases by \( \Delta V \) and temporarily becomes \( V_1 = V_0 + \Delta V \). After the end of the perturbation, a stable system comes back to the asymptotic solution with the amplitude \( V_0 \) after some time, whereas an unstable system goes away from this solution and comes to another stable solution or diverges. This is the definition of the amplitude stability we use for our system. On the basis of this definition, here, we present the derivation of a necessary and sufficient amplitude stability criterion for an asymptotic solution.

To find the necessary criterion, we suppose that the studied system is stable according to the aforementioned amplitude stability definition and remains in the steady state corresponding to the amplitude \( V_0 \). If, immediately after the end of a small perturbation, the system has the vibration amplitude \( V_1 = V_0 + \Delta V \), at this moment, the total mechanical impedance of the system \( \Psi_s \) equals to \( \Psi_1 = \Psi_s(V_0 + \Delta V) \). From (8) to this impedance value and to the external force, \( -m_A_{\text{ext}} \) corresponds to an asymptotic vibration amplitude \( V_1' \)

\[
V_1' = \frac{m_A_{\text{ext}}}{|\Psi_1'|}.
\]  

(11)

If \( V_1 \neq V_1' \), the system cannot remain in the perturbed state with the amplitude \( V_1 \) and tends to adjust its amplitude to \( V_1' \). It means that the amplitude changes in the direction of \( V_1' \). We note that \( V_1' \) is not the actual (new) stable state: When the system changes the amplitude in the direction of \( V_1' \), the transducer’s impedance changes and the “target” amplitude of the system is not \( V_1' \) anymore. However, the position of \( V_1' \) is important, since it defines the dynamics of the system after the perturbation: If the amplitude \( V_0 \) is closer to \( V_1' \) than to \( V_1 \), after the perturbation, the amplitude tends toward \( V_1' \), asymptotically approaching the initial unperturbed state \( V_0 \). This happens if the system is stable, since in this case, the system’s dynamics reduces the perturbation. Mathematically, this necessary stability condition can be expressed in the following way:

\[
|V_0 - V_1'| < |V_0 - V_1| = |\Delta V|.
\]  

(12)

Given \( V_1' = \frac{m_A_{\text{ext}}}{|\Psi(V_0 + \Delta V)|} \) and \( V_0 = \frac{m_A_{\text{ext}}}{|\Psi(V_0)|} \), we have

\[
m_A_{\text{ext}} \left| \frac{1}{|\Psi(V_0 + \Delta V)|} - \frac{1}{|\Psi(V_0)|} \right| < 1
\]  

(13)

or if \( |\Delta V| \rightarrow 0 \)

\[
m_A_{\text{ext}} \left| \frac{d}{dV} \frac{1}{|\Psi(V)|} \right| < \left| \frac{1}{V = V_0} \right|.
\]  

(14)

Given that, from (6), \( m_A_{\text{ext}} = \frac{(V_0/|\Psi(V_0)|)}{\Psi(V_0)} \), we have

\[
\left| \frac{d(\Psi(V))}{dV} \right|_{V = V_0} = \left| \frac{\Psi(V_0)}{V_0} \right|.
\]  

(15)

The last equation provides a simple necessary stability criterion for a given solution. It is also a sufficient criterion: To prove it, it is enough to prove the contraposition, i.e., to show through
transducer capacitances decrease, increasing the voltage and the energy of $C_{\text{var}}$ (line AB). When $C_{\text{var}}$ is minimal, its energy is quickly transferred to $C_{\text{res}}$ using again the inductor as an energy buffer (line BO). Then, the transducer’s capacitor is discharged and $C_{\text{var}}$ increases until $C_{\text{max}}$ again, returning the circuit in the initial point of the cycle.

The initial charge $Q_0$ defines the initial $C_{\text{var}}$ voltage $U_0$ as $U_0 = Q_0/C_{\text{max}}$ and is the key parameter for the energy yield of the harvester, as indicated in (2). $Q_0$ is defined by the maximal value of the inductor current $I$ and by the maximal value of the transducer capacitor on the vibration cycle, with the latter depending on the resonator vibration amplitude. Thus, from the equality of energies $LI^2/2 = Q_0^2/(2C_{\text{max}})$. $Q_0$ is given by

$$Q_0 = I\sqrt{C_{\text{max}}L}.$$  

(16)

In this demonstration, we consider $I$ as a free design parameter whose choice must optimize the operation of the system (e.g., must maximize the energy yield). Supposing that $C_{\text{res}}$ is large and its voltage $U_{\text{res}}$ is nearly constant, $I$ is determined as

$$I = \frac{\Delta t}{\int_0^{U_{\text{res}}} \frac{U_{\text{res}}}{L}dt} = \frac{U_{\text{res}}}{L} \Delta t$$  

(17)

where $\Delta t$ is the time interval during which the switch SW1 is on. The value of $I$ is fixed by the appropriate choice of $\Delta t$.

In the next sections, we shall present the analysis with three transducers having different $C_{\text{var}}(x)$ characteristics along the mobile-mass trajectory: linear, triangular, and hyperbolic (Fig. 6). The vector $\mathcal{P}$ of design parameters introduced in Section II-C includes only $I$. For the three cases, we calculate the mechanical impedance of the transducer/conditioning circuit block as a function of the operation parameter $I$. We fix the following design objective: to determine the appropriate value of $I$ such that the mass vibration amplitude fits with the maximum value given by the transducer geometry. Apart from $I$, all parameters of the harvester are known and fixed and are given in Table II. We intentionally choose the transducer’s characteristics $C_{\text{var}}(x)$ such that they have the same $C_{\text{max}}$ and $C_{\text{min}}$ at the desired mass vibration amplitude $X_d = 50 \, \mu m$. This will allow us to highlight the behavior differences due to the various shapes of the $C_{\text{var}}(x)$ characteristics.

The three studied configurations operate in the mode of strong electromechanical coupling. Indeed, without a transducer or with a deactivated conditioning circuit, the amplitude of the resonator vibration is 68 $\mu m$ (can be obtained using the values of Table II and the (9) with $\psi_t = 0$). Hence, with the value of $I$ corresponding to the design objective, the presence of the transducer and conditioning circuit has to decrease the mass vibration amplitude to $X_d = 50 \, \mu m$, i.e., by 26%.

B. Area-Overlap Transducer

In the simplest case, $C_{\text{var}}(x)$ is linear, which corresponds to the in-plane moving transducer with variable electrode overlap area. This is typically the case for transducers having a comb-drive geometry [31]

$$C_{\text{var}}(x) = C_0 + \alpha x$$  

(18)
where $C_0$ and $\alpha$ are constant positive parameters depending on the transducer’s dimensions. In Fig. 6, $C_0 = 150 \text{ pF}$ and $\alpha = 10^{-6} F m^{-1}$.

1) Mechanical Impedance of Area-Overlap Transducer: The voltage on $C_{\text{var}}$ can be easily expressed considering sinusoidal motion of the mobile electrode, with the initial phase chosen at zero

$$x = X_d \cos \omega t.$$  \hfill (19)

The voltage across $C_{\text{var}}$ is nonzero only when its capacitance decreases. Hence, we have

$$U_{\text{var}}(t) = \frac{q_{\text{var}}(t)}{C_{\text{var}}(x(t))}, \quad 0 < t \leq \frac{T}{2}$$

$$= \left\{ \begin{array}{ll} \frac{Q_0}{C_0 + \alpha X_d \cos \omega t}, & 0 < t \leq \frac{T}{2} \\
0, & \frac{T}{2} < t < T. \end{array} \right.$$  \hfill (20)

Here, we suppose that the charge/discharge of the variable capacitor are instantaneous.

For the transducer force, we have

$$f_t(t) = \frac{U_{\text{var}}^2}{2} \frac{dC_{\text{var}}}{dx} = \left\{ \begin{array}{ll} \frac{\alpha \omega Q_0^2}{C_0^2} \left( \frac{\omega}{2} \right)^2, & 0 < t \leq \frac{T}{2} \\
0, & \frac{T}{2} < t < T. \end{array} \right.$$  \hfill (21)

The first coefficient of the complex Fourier series of $f_t(t)$ is given by

$$\hat{F}_f^\omega = \frac{\omega}{\pi} \int_0^T f_t(t)e^{-j\omega t} dt.$$  \hfill (22)

A closed form of this integral can be found if the real and imaginary parts are calculated separately. We obtain

$$\hat{F}_f^\omega = \frac{1}{2} Q_0 \frac{\alpha}{C_0} \left( -\frac{a}{(1-a^2)^2} - j \frac{2}{\pi(1-a^2)} \right)$$  \hfill (23)

where $a = \alpha X_d / C_0$.

From (16) and given $C_{\text{max}} = C_0 + \alpha X_d$, we have

$$Q_0 = \frac{I}{\sqrt{C_0 L (1 + a)^{0.5}}}.$$  \hfill (24)

The complex amplitude of velocity is given by

$$\dot{V} = \omega \ddot{X} = j \omega X_d = j \omega a C_0 / \alpha$$  \hfill (25)

since $\ddot{X} = X_d$ from (19).

Thus, for the impedance, we have, from (4)

$$\Psi_t = \frac{1}{2 \omega} \int_0^T \frac{\omega^2}{C_0^2} \left( \frac{2}{\pi(1-a)} - j \frac{1}{(1-a)\sqrt{1-a^2}} \right)^2.$$  \hfill (26)

The total mechanical impedance is complex and depends on the vibration amplitude (represented by $q$). The transducer can be modeled by a linear damper and a linear spring with positive stiffness: Indeed, the mechanical impedance of a linear damper is positive and real, and the mechanical impedance of a spring is of form $k_s / (j \omega)$, where $k_s$ is the spring stiffness.

It is interesting to highlight the link between the transducer’s impedance and the mechanical power calculated by (10) and (2). From the mechanical point of view, with (10), we have for the real power

$$P = \text{Re} \Psi_t \cdot (X_{\text{dA}})^2 = L f^2 \frac{\alpha^2}{C_0^2} \frac{X_d^2}{a(1-a)} \cdot \frac{\omega}{2 \pi}.$$  \hfill (27)

Submitting, in (29), the relations between $\alpha$, $C_0$, $X_d$, $a$, $C_{\text{max}}$, and $C_{\text{min}}$, valid for an area-overlap transducer described by (18), we exactly get (2). The expressions for the power given by (2) and (10) obtained from the consideration of mechanical and electrical behaviors, respectively, give exactly the same results. This suggests that our theory is consistent.

A nonzero imaginary part of the transducer’s mechanical impedance explains the phenomenon of the resonance fre-
frequency shift of the resonator sometimes observed in practice [32]. Using the obtained mechanical impedance equation, it is possible to account for this shift and to design the harvester having a desired resonance frequency, or even to design a system able to adapt its resonance frequency to the frequency of external vibrations [33].

2) Calculation of the Charging Current I: Here, we show how to determine the current I needed to ensure the desired vibration amplitude \( X_d \) of the mobile mass. This can be done using (9) which gives all possible values of \( I \), allowing one to obtain the needed vibration amplitude \( X_d \)

\[
|\Psi_L(X_d, I) + \Psi_e| = \frac{m A_{\text{ext}}}{\omega X_d}. \tag{30}
\]

To solve (30), one can use a graphical method, as shown in Fig. 7. The horizontal and vertical axes represent the real and imaginary parts of mechanical impedance, respectively. On this chart, we plot the overall mechanical impedance of the system \( \Psi_s = \Psi_L(X_d, I) + \Psi_e \), for the I current range that is expected to include the solution(s) (dots) and the locus corresponding to \( |\Psi_s| = (m A_{\text{ext}}/\omega X_d) \) (plain line). The intersections between these two loci correspond to the values of \( I \), ensuring the desired amplitude \( X_d \). Among them, the optimal value of \( I \) corresponds to the rightmost point on the impedance chart. In this configuration, there is only one intersection point corresponding to \( I = 7.38 \) mA.

3) Validation of the Result: The aforementioned analysis of the harvester is validated by a behavioral modeling in the VHDL-AMS model [34]. This model had been previously validated with a tested electrostatic VEH [20], and for the present study, it was parameterized with the values presented in Table II and the calculated value of the current \( I = 7.38 \) mA. Running the simulation, we obtained the amplitude of 51 \( \mu \)m, as shown in the plot of the mobile-mass position (Fig. 8). The 2% difference from the aimed amplitude is explained by the fact that the dc component of the transducer’s force was not accounted for. A 2.5-\( \mu \)m shift of the average mass position from zero is shown in Fig. 8. This modifies the \( C_{\text{var}} \) variation range compared with what was assumed in the analysis, producing a small modification of the solution of the mechanical equation.

This simulation suggests that the solution is stable, which can be checked with the stability criterion given by (15).

C. Transducer With Triangular \( C_{\text{var}}(x) \) Characteristic

In this section, we apply the aforementioned analysis to a harvester having the same architecture and using the same mechanical resonator but employing a capacitive transducer exhibiting a triangular \( C_{\text{var}}(x) \) characteristic (Fig. 6). All other parameters of the system are identical, except that in the model of the transducer where we added stoppers, limiting the vibration amplitude to \( \pm 55 \mu \)m from the equilibrium position of the mobile mass. A transducer with a similar \( C_{\text{var}}(x) \) shape was presented in [35].

1) Calculation of \( I \) and Validation: Given the complexity of \( C_{\text{var}}(x) \), the mechanical impedance can only be calculated numerically. As for the case of the area-overlap transducer, we suppose that the mass displacement is given by (19). Thus, since the capacity \( C_{\text{var}}(x) \) decreases from \( C_{\text{max}} \) to \( C_{\text{min}} \) during the first and third quarter periods, \( f_s \) is expressed with (31)

\[
f_s(t) = \begin{cases} 
\frac{1}{2} \left( \frac{C_s}{C_{\text{var}}} \right)^2 \frac{dC_{\text{var}}}{dt}, & 0 < \omega t < \frac{\pi}{2} \text{ or } \pi < \omega t < \frac{3\pi}{2}, \\
0, & \frac{\pi}{2} < \omega t < \pi \text{ or } \frac{3\pi}{2} < \omega t < 2\pi. 
\end{cases} \tag{31}
\]

The first coefficient of the complex Fourier series \( \hat{f}_s^2 \) is found from the waveform of \( f_s(t) \) and is used for \( \Psi_e \) calculation.

Fig. 9 shows the loci corresponding to \( |\Psi_s| = \frac{m A_{\text{ext}}}{\omega X_d} \) and \( \Psi_s = \Psi_L(X_d, I) + \Psi_e \), for \( X_d = 50 \) \( \mu \)m and in the same range of \( I \) as in Fig. 7. The intersection of these loci corresponds to \( I = 3.10 \) mA.

The modeling perfectly confirms this prediction. With \( I = 3.10 \) mA, after a transient process (Fig. 10), the mass vibration magnitude stabilizes at the value of 50 \( \mu \)m.

2) Case With Two Possible Solutions: In the two previous cases, the analysis resulted in a unique value of the current to achieve the desired vibration amplitude. However, in a different environment, (30) can provide two solutions, as shown by the
following example. If the same analysis is done, with an external vibration frequency \( \omega/(2\pi) \) of 255 Hz instead of 285 Hz and with an external vibration amplitude \( A_{\text{ext}} \) of 21 ms\(^{-2}\) instead of 15 ms\(^{-2}\), the resonator mechanical impedance \( \Psi_r \) is now at the semiplane corresponding to negative \( \text{Im} \; \Psi_s \), close to the imaginary axis, and out of the circle \( |\Psi_s| = mA_{\text{ext}}/(\omega X_d) \) (Fig. 11). As the transducer impedance is inversely proportional to the frequency, it does not change much when the frequency changes from 285 to 255 Hz. Thus, the \( \Psi_s \) locus is similar to that at a frequency of 285 Hz but is shifted so that, when \( I = 0 \), \( \Psi_s \) is equal to the new \( \Psi_r \) value. It can be seen that, now, there are two solution points, which means that the same displacement amplitude of 50 \( \mu \)m is obtained with \( I = 2.1 \) and 6.13 mA. The stability analysis indicates that these points are stable; thus, the designer has to choose between them. To optimize the converted power (10), the real part of the impedance must be maximized. Hence, among the two obtained values of \( I \), the designer should choose the value giving the maximal real part of the impedance, i.e., corresponding to the rightmost solution point on the plot in Fig. 11.

D. Transducer With Hyperbolic \( C_{\text{var}}(x) \) Function

In this section, we study a VEH with a very common transducer known as a gap-closing transducer. It corresponds to a parallel-plate capacitor, whose electrodes move in the axis perpendicular to the plane defining their surface. In this case, \( C_{\text{var}} \) is inversely proportional to the displacement

\[
C_{\text{var}}(x) = \frac{C_0}{1 - \frac{x}{d}}
\]

where \( C_0 \) and \( d \) are the \( C_{\text{var}} \) and the gap between the electrodes at \( x = 0 \), respectively.

We choose \( d \) and \( C_0 \) so that, at the desired displacement amplitude \( X_d = 50 \mu \)m, \( C_{\text{max}} \) and \( C_{\text{min}} \), are the same as those in the two previous cases

\[
d = X_d \frac{C_{\text{max}}}{C_{\text{max}} - C_{\text{min}}} = 150 \cdot 10^{-6} \text{ m}
\]

\( C_0 = C_{\text{max}} \left(1 - \frac{X_d}{d}\right) = 133.3 \cdot 10^{-12} \text{ F.} \) (34)

This case is the only configuration of electrostatic-based VEHs whose rigorous analysis can be found in literature [36].

1) Impedance Calculation: \( C_{\text{var}}(x) \) is monotonic; thus, the system behaves exactly as in the case of the area-overlap transducer, except that the transducer’s voltage \( U_{\text{var}} \) and force \( f_t \) are now equal to

\[
U_{\text{var}}(t) = \frac{q_{\text{var}}}{C_{\text{var}}}
\]

\[
= \begin{cases} 
\frac{q_{\text{var}}}{C_{\text{var}}} \left(1 - \frac{X_d}{d} \cos \omega t\right), & 0 < t < \frac{T}{2} \\
0, & \frac{T}{2} < t < T
\end{cases}
\]

(35)

\[
f_t(t) = \frac{U_{\text{var}}^2}{2} \frac{dC_{\text{var}}}{dx}
\]

\[
= \begin{cases} 
\frac{1}{2} C_{\text{var}} X_d, & 0 < t < \frac{T}{2} \\
0, & \frac{T}{2} < t < T.
\end{cases}
\]

(36)

(37)

Note that the expression of the force corresponds to the Coulombian damping force mentioned in [18] which is defined as \( f_c(t) = F_0 \cdot \text{sign}(v(t)) \), where \( F_0 \) is a constant and \( v(t) \) is the velocity of the force application point. Hence, (37) defines a Coulombian damping force superposed to a constant bias force (cf. Section IV-D-3).

From (37), we obtain the first coefficient of the complex Fourier transform

\[
F_t^* = -j \frac{1}{\pi} \frac{C_0^2}{C_{\text{var}} d}
\]

(38)

and from (4), at the desired amplitude \( X_d \), the transducer’s impedance is given by

\[
\Psi_t = \frac{1}{\pi} \frac{C_0^2}{C_{\text{var}} d X_d}.
\]

(39)

Thus, a gap-closing variable capacitor, when used in the triangular constant-charge QU cycle, has a purely real impedance, i.e., it behaves like a viscous nonlinear damper.
2) Calculation of $I$: Varying the current $I$ from 1 to 10 mA, we obtain the total mechanical impedance evolution $\Psi_s(I)$ given in Fig. 12. The unique current value yielding a vibration amplitude of 50 $\mu$m is 6.05 mA. This result is found analytically from (12) and (39) and is validated by behavioral modeling.

3) Comparison With Published Coulombian-Force Damped Harvesting Schemes: It is interesting to compare these results with the analysis done for the Coulombian-force damped resonator in [36] and reused in [18]. In this harvesting scheme, the force $f_t$ generated by the transducer is always opposite to the velocity $v$ of the mass motion and is equal to

$$f_t = -F_0 \cdot \text{sign} v$$

where $F_0$ is a constant.

This case is very similar with our configuration. The only difference concerns the continuous (mean) component of $f_t$ which is zero in (40) and is equal to half of the maximal force value in (37). However, since the system has a passband frequency response, this bias component can be neglected.

The analysis in [36] was carried out for a lossless second-order lumped-parameter mass–spring system excited by external sinusoidal vibrations through mechanical supports and submitted to a Coulombian damping force. The amplitude and the vibrations of the mass are calculated with regard to the resonator support (anchor). For the vibration amplitude, the following is obtained:

$$X^2/Y^2 = \omega_c^4 \left[ \frac{1}{(\omega_c^2 - 1)^2} - \left( \frac{F}{mA_{\text{ext}} \omega_c} \right)^2 \right]$$

where $X$ is the amplitude of the mass vibrations with regard to the resonator support, $Y$ is the amplitude of the external vibrations, $\omega_c$ is the frequency of the external vibrations normalized to the natural resonance frequency $\omega_n$ of the mass–spring system ($\omega_c = \omega/\omega_n$), $A_{\text{ext}}$ is the amplitude of the acceleration of the external vibrations, $F$ is the absolute value of the Coulombian force, and $\Gamma$ is given by

$$\Gamma = \frac{\sin(\pi/\omega_c)}{\cos(\pi/\omega_c) + 1}.$$  

Unlike our model, in this analysis, the intrinsic damping coefficient of the transducer was considered zero, i.e., $\mu = 0$, and no hypothesis was made on the frequency of the resonator excitation (cf. Section II-A).

To compare this expression with what is predicted by our theory, we calculate $X^2/Y^2$ using the transducer’s impedance. For this, we use (8), which gives the amplitude of the mass velocity. The mechanical impedance of the undamped resonator is given by

$$\Psi_r = j\omega m + k/(j\omega).$$

The Coulombian force generated by the gap-closing electrostatic transducer operating in the triangular charge-constant QU
cycle is half of the force it generates when the transducer’s capacitance decreases. Thus, from (37) and (40), we have

$$F = \frac{1}{4} \frac{Q^0}{C_{mid}}$$

and from (39), the transducer’s impedance is given by

$$\Psi_t = \frac{4F}{\pi \omega X}.$$  

From (8), (43), and (45), we have

$$V = \omega X = \frac{m A_{ext}}{\sqrt{(m \omega - \frac{k}{\omega})^2 + \left(\frac{4}{\pi \omega X} F \right)^2}}.$$  

Taking $\omega = \omega_c \omega_n$, from this equation, we obtain

$$X^2 = \frac{(m A_{ext})^2 - \left(\frac{4}{\pi F} \right)^2}{\omega_n^2 m^2 \left((\omega_c^2 - 1)^2\right)}.$$  

Given $Y = A_{ext}/\omega^2 = (A_{ext}/\omega_c^2)^2$, we obtain

$$X^2/Y^2 = \omega_c^4 \left[ \frac{1}{(\omega_c^2 - 1)^2} - \left(\frac{4 F}{m A_{ext} (\omega_c^2 - 1)} \right)^2 \right].$$  

To compare this with the Hartog’s equation (41), we performed a limit development of the function $r(\omega_c) = 1/\Gamma(\omega_c)$ when $\omega_c \to 1$, i.e., when the frequency of the external vibration is near the resonance. We get

$$r(\omega_c) = 1/\Gamma(\omega_c) \approx \frac{\pi}{2} (\omega_c - 1).$$  

From (41) and (49), we have

$$X^2/Y^2 = \omega_c^4 \left[ \frac{1}{(\omega_c^2 - 1)^2} - \left(\frac{2 F}{m A_{ext} \omega_c (\omega_c - 1)} \right)^2 \right].$$
Near resonance, \( \omega_c \approx 1 \) and the last equation is governed by \( \omega_c - 1 \) and \( \omega_c + 1 \approx 2 \). With this approximation, (50) is identical to (48). Hence, near resonance, our theory gives exactly the same result as the theory of Hartog, however, through a much simpler and more straightforward analytical development.

V. DISCUSSIONS

Fig. 13 shows the evolution of the transducer’s impedance over the \( I \) variation in the three studied cases. The differences in the impedance’s plots come only from the differences in the shapes of \( C_{\text{var}}(x) \) curves, since all other operation parameters are identical in the three configurations (the amplitude and frequency of the mobile electrode displacement, \( C_{\text{max}} \) and \( C_{\text{min}} \), and, hence, \( Q_0 \) from (16) for each \( I \)). Considering the real parts of the impedances, we can see that, for each \( I \), they are identical for the area-overlap and the gap-closing transducer, and the real part of the triangular \( C_{\text{var}}(x) \) characteristic transducer impedance is twice the corresponding value for the other two transducers. From (10), we may conclude that the corresponding values of the converted power are in the same relation. Equation (2) provides the same results: All the variables of this equation have the same values for the three cases except the frequency of \( C_{\text{var}} \) variation which is equal to the frequency of the mechanical vibration for the hyperbolic and area-overlap transducers and is twice this value for the triangular \( C_{\text{var}}(x) \) characteristic transducer. This similarity of results is to be expected, as (2) and (10) calculate the same quantity in different ways. Hence, for the considered harvesting scheme, the real part of the mechanical impedance of the capacitive transducer can be easily deduced from these two equations if \( C_{\text{max}}, C_{\text{min}}, Q_0, \omega \), and \( V \) are known. It does not depend on the shape of the \( C_{\text{var}}(x) \) characteristic, as long as the latter is monotonic, but only on the values of \( C_{\text{var}}(x) \) at the extreme positions of the mobile electrode.

However, the imaginary part of the impedance depends strongly on the shape of \( C_{\text{var}}(x) \). Let us consider the area-overlap and gap-closing transducers. In the first case, at \( I = 10 \text{ mA} \), the value of \( \text{Im}\Psi \) is \(-0.006 \text{ N} \cdot \text{s} \cdot \text{m}^{-1}\); in the second case, it is zero for all \( I \) (Fig. 13). However, the corresponding \( C_{\text{var}}(x) \) characteristics are numerically close: For each \( x \), they differ by less than 10% (Fig. 6). Such sensitivity of the imaginary part of the mechanical impedance to the shape of \( C_{\text{var}}(x) \) is a very important result with significant impact on potential practical applications. The imaginary part of the impedance is responsible for the mechanical impedance matching between the transducer and the resonator and has a direct impact on the energy yield of the system. Moreover, not only the absolute value but also the sign of the imaginary part of the transducer’s impedance is impacted by the \( C_{\text{var}}(x) \) shape. The sign of \( \text{Im}\Psi \) defines the direction of the shift of the system resonance frequency. This shift, being dependent on the electrical parameters of the conditioning circuit, means that an electrical tuning of the resonance frequency of the harvester can be achieved, allowing the broadening of the system bandwidth.

VI. CONCLUSION

This study has resulted in the development of a new analytical tool which enables one to address a large spectrum of practical issues related to the dynamic behavior of narrow-band VEHs. The mechanical impedance of a transducer is a universal criterion characterizing the efficiency of the power interface between the mechanical and the electrical domain. It is applicable to harvesters with any kind of electromechanical transducers and with any topology of conditioning circuit. For the first time, the relation between the shape of the transducer’s characteristic \( C_{\text{var}}(x) \) and its mechanical impedance was highlighted and characterized.

The results of this study can be used to design the next generation of optimized conditioning circuits of VEHs, with the ability of smart behavior to dynamically adapt to variations of the external vibration parameters [37].
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