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Abstract, The aim of our effon is w0 reach higher quality of resulting speech
coded by very low bit rate (VLBR) segmental coder, In already existing VLBER
coder [1], we want to improve the determination of acoosdeal unite. Forbermones,
better analysis-synthesis technigue for the synthesis part (Harmoaic-Mokae Model)
mstead of LPCC is going to be used. The VLBR coder consists of a recognition
syatem followed by a speech synthesizer The recogmizer identifies recognition
acoustic units (RU). On the other hand, the synthesizer concalenates synthesis
nconstic umits (31U, However, the two kind: of scoostic unit can be identical or
different and then can be modeled in different ways such Hidden Markow Model
for the RU and Harmonic-Moise model for the SU, Both kinds of units are obtained
automatically from a training database of raw speech that doss not contain any
transgription, In the orginal version of the coder [1], the quality of the symthetic
speech was not sufficient for these two main reasons: the S units were too short
and dafficalt io concatenate and the synihesis was done using basic LPCC amalysis-
synthesis. In order 1o remove first drawback, three methods of re-segmentation
were used. Afterwands, the basic LPOC analysis-synthesis was replaced by HNM,

1 Introduction

When we speak of very low bit rate coders, segmental or phonetic vocoders. are meant [4].
Only those vocoders based on recognition and synthesis are able to efficiently limit the
bit rate. The coder and the decoder share the database of speech units (segments) that
are considered to be representatives of any speech uttered by any speaker, Only the
indices of representatives and some prosodic information are transmitted by this coder.
Hence, the bit rate of these types of coders can be less than 350 bps. The quality of
this speech coding approsch depends on many factors. Among the most important 15
the quality of recognition of speech umits. But speech analysis and synthesis are not less
significant. The definition of speech units influences resulting quality of the coder, In our
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experiments, speech units are found awtomatically (by Automatic Language Indepen-
dent Speech Processing (ALISP) tools) before tramning of recopnizer. The fact that we
do not need transcribed and labelled speech database is a great benefit of this method.
The coder can be easily used in languages lacking standard speech databases. When
a set of speech units is obtained, they can be wsed for coding. The coder consisis of
recognizer acoustically labelling the speech and of additional information encoder. Tn
ihe decoder, synthesis built on concatenation of examples from the training corpos is
applied in order to obtain output speech, A technique based on applying automatically
derived speech units was developed at ENST, ESTEE and VUT-Brno [1], [2]. However,
the quality of synthesized speech is not sufficient. This paper reports experiments based
om re-segmentation of original units, The aim of the re-segmentation is removing tran-
gition noise from the syothesized speech, which 15 caused by concatenation of chosen
representatives in the decoder.

2 Basic Structure of the Coder

All our experiments are built on Boston University Radio Speech Corpus [§] database
{DB) collected in 1995, Use of ALISP units for very low bit rate speech coding is in
more details described in [1], [2]. For the initial segmentation Temporal decomposition
(TLNy [3] 15 applied. Created segments are clustered by Vector Cruantization (W 0)).

Hidden Markov Models (HMMs) [1] are widely used in speech recognition because
of their acoustic modeling capabilities, HMMs were applied only in our first two exper-
iments of the re-segmentation. HMMs are related o original VO symbols, so that their
number is 4. The number of emitting states per model is fixed to 3. The models are
initialized as left-right without state skipping. We have found that an iterative approach
can improve the acoustical quality of units. Hence, several generations of models are
created.

Umits found using HMM or TD+VQ segmentation are referred as “original™ or
“short™ units. In the baseline version of the coder, a limited number of representatives is
found in the training data for each unit. In the coding of unseen speech, the input signal is
labelled by HWMM or TD4+V0), and the optimal representative is selected for sach detected
unit. The information about units as well as about representatives 15 ransmitted o the
decoder, where a concatenation synthesis takes place, During this synthesis, a transition
noise can appear in points where representatives were concatenated,

3 New Units

As mentioned before, the re-segmentation of the original units recognized by HMMs
or V) iz applied in order to decrease the influence of ransition nodze om the resulting
synthesized speech. Criginal T} segments, on which ¥ or HMMs are afterwards
trained, contain stable parts of speech in their centers. Therefore, the boundaries of
these segments are set to non-stable parts of speech that mostly contain small energy of
signal. Hence, in the decoder {where chosen appropriate representatives are concatenated
to create resulting speech) these representatives are concatenated mostly in parts with
small energy, 5o that the signal-to-noise ratio is low. One can say that instead of the
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Fig. 1. 5cheme of the whole truining process based on ALISE

re-segmentation of original unils, new alternative segmentation could have been done at
the beginning of our job, However, the aim is not only creating units, whose boundaries
are set to the stable parts of speech signal. New longer units that cover more non-stable
parts of signal are required. It would be difficult fo create themn by T amd to train Vi)
codebook or HMMs afterwards, Hence, the re-segmentation of original units is done
after W) or HMM recognition.

31 Re-segmentation According to Middle Frames of Original Units

In thiz approach, the boundaries of new units are placed to the centers of original ones, as
can be seen in Figure 2. Several experiments were done that differ in minimal length of
new units, The minimal length represents the minimal number of frames in created new
units. The algorithim of the re-sepmentation 1s: First, the centers of ald units are found.
Then, we move from one center 1o another and remember the number of frames we
went over, If number of frames between two neighboring centers 15 less than reguired,
the second center is not declared as new segment boundary and we move 1o another old
unit’s center. This process is iterated unless we go over required minimal number of
frames. It is obvious that the re-scgmentation starts from the first center of first original
unit, The “prefin” part of first original unit is declared a5 an independent new unit. The
same problem appears in the last processed old unit, The names of the whole new units
consist of the names of original units that are covered by new one. Let suppose that the
original label sequence is; Hs HF H7 Hr Hi ... and 2 new segment boundary 1s going to be
fixed into center of HT segment. Afier the re-segmentation according to this approach,
the Label Enquvmcc,w-i]] be: HsHFHT HTHrHa ..

3.1 Re-segmentation According to Middle Frames of Middle States of HMMs

I this approach, new segment boundaries are represented by center frames of the middle
HMM states of old original unitz, The nomber of emiting states per one HMM iz fixed
to 3. Each state must contain one frame, at least. Hence, the minimal number of frames
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Fig. . Example of re-segmentatbon sccording o middle frames of ortginal aniis, Mindmal ength
of new onits is 4 frames: a) speech signal with its splitting into the frames. b) origin al sepmentation
recognized by HMMs. cf new re-ssgmentation,

in an original unit is 3, as well, If the number iz higher, the frames are assigned o states
according to likelihood scores, It is obvious that the resulting segmentation based on
this approach will be different from the first one.

3.3 Re-segmentation According to Gravity Centers of Original TD-Based Units

In the last experiment, the segment boundaries are supposed to stand in gravity centers
of orginal segments, derived by TD. The goal is that gravity centers are one of the
most suitable positions in segments, where the spectrally stable parts of speech can
be expected. The re-segmentaticn can not be built on label sequence recognized by
HMM, because this sequence does not match with label sequence obtained by T,
Hence, the re-estimation by HMMs is not used. However, as before, not each gravity

center of original segment will represent the new segment boundary. In the sequence of
mtu-pulnnm functions (IFs), their width in frames is determined. Only a gravity center
which lies in IF that is wide enough can represent a segment boundary, The sufficient
width of IFs iz evaluated according to an a-priori chosen constant, In sequence of 1Fs,
several consecutive narrower IFs than required can appear, Afierwards, when applying
the previous condition only, the distances in frames between new segment boundaries
would be too important, and new units would be too long. Therefore, each new unit
is constrained in length so that it can cover less original units than another a-prior set
constant, Due to, we can 2asily control lengths of new units. The example s given in

Figure 3.

4 Representatives for Synthesis

In our experiments, LPCC and Harmonic-Moise model (HNM) analyzes-synthesis al-
porithms were applied. To complete the coder, we need to define the synthesis units that
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Fig. 3. lustration of Temporal decomposition and re-sspmentation process aceording o gravily
centers of original units on chosen part of speech: a) speech signal b) imerpolation functions (sakid
lines) with pesitions of gravity centers of each segment (doted lines) and szgment boundaries of
original units (dashed lises) ¢) original segmentation and new re-segmentation of spesch.

will be used in the decoder (o synthesize the resulting speech. For each unique dictionary
unit, the three longest units from the training data set are kKept, so that they are mostly
dowm-sampled when being converted to shorter segments. Obviously, the attention is
already paid 1o the raining units after the re-segmentation. When coding a previously
unseen speach, first the coding units are detected using the HMM recognizer (in first two
methods of re-segmentation) or by TD+VQ (in the third method of re-segmentation).
Then, the stream of recognized units is re-segmented. For each coding unit, the best
synthesis unit (from 3 representatives) is chosen, The chotee s done using mindmum
Dynamic Time Warping (DTW) distance between a representative and an input speech
segment, When selecting the representatives to synthesize a previously wnseen speech,
we ¢an easily find oot that in the coded speech, there are some coding units that do
not heve equivalent representative stored in DB of representatives (based on training
data sef), It is caused by the re-segmentation of oniginal units, because the theoretical
number of unigue units after the re-segmentation is infinite, A new long wnit created by
some of the re-segmentation method can consist of two, three, or more original units,
depending on the minimal required length. Hence, many re-segmented codding wnits can
appear that have nol been seen in training data set and for which we do not have any
appropriate representative, Therefore, teo approaches were developed in order to solve
this problem.

4.1 Seeking the Best Synthesis Unit from Existing Ones

Instead of non-existing synthesis unit, some existing one will be used. Seeking the
appropriate existing synthesis unit by DTW or another method, based on searching
minimurm distance between two segments, would result in very long search time. Hence,
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in our experiments, replacing unit will be sought using Buclid distances hetween original
short units from which the longer ones consist of.

Unforunately it can happen that any appropriate representative is found applying
this method, In this case, the representative will be created.

42 Creating the Representative for Non-existing Coding Unit

The representative for non-existing coding unit can be made from original short repre-
sentatives. These short representatives were creatad from tge original umits before the
process of re-segmentation, Only the longest synthesis unit from each class (from train-
ing data set, of course) was chosen. Then, this unit was split into two halves, according
to its middle frame. Both halves and the entire unit are going to be later used in creating
long representative,

5 HNM Synthesis

In the previous experiments [1], [2], [3], LPCC synthesis was used to produce the ontpat
speech. Despite all re-segpmentation methods, LPCC synthesis was highly responsible
for the low quality of the resulting spesch (that can be proved by a copy LPC analysis-
synthesiz). Therefore, the Harmonic-Noise Mode]l (HNM) which brings much higher
quality of the synthesized speech, was applied in our experiments, The principle of
HMNM iz described in [7]. First, the pitch is detected for all the frames of analyzed speech.
According to score of pitch detection, the frumes are marked voiced or unvoiced. For all
the frames, the pararmeters of the nodze model are calculated, Purthermore, the parnimeters
of the harmonic model are calculated only for voiced frames, The LPOC parameterization
i% still being used for TD, VO and HMM recognition, becanse HNM features are nod
suitable for it, The representatives are modeled only by HNM parameteri zation,

6 Results

a. Quality of resulting speech: If new re-zepmented units are short, the probability of
acd-gxisting representative for coding unit is small. Hence, an approprigte represeniative
will be used almost every time. However, the influence of (ransition noise on resulting
speech will not be anywise decreased. In case of too long re-segmented units, a smal
number of transitions appear in synthetic speech obtained by the concagenation of re-
sulting units* sequence. However, using not large enough DB in our experiments, the
probability of non-existing representative is lorge. Hence, the non-existing coding unit
has o be replaced by the maost suitable existing one (or created from orginal repre-
sentatives (more transition parts will appear therel). The quality of resullting speech is
then lower, of course. Therefore, the optimal lengths of re-segmented umits should be
determined according to the desired quality of resulting speech and the availability of
data,

b. Bit cates: When applying the re-segmentation methods on orlginal short undts, the
number of units in coding sentence is always less than without the re-segmentation. In
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$pll¢ of this fact, the hit-rate does nol necessarily decrense, The re-sermentation greatly
increases the number of re-segmented unigue wnits. Hence, more bits are needed when
transmitting the indices of coding units. Whence it follows that resulting bit-rate depends
on the lengths of new re-segmented units. In all our experiments, the ordginal prosody
s well as timing are used in the decoder. 5o that the bit rates refer only o encoding of
unit and representative selection. Summary of all cur expeniments with average bit rates
is given in Tahle 1,

Tabbe 1. Table of results,

version | constl | comst? | bit rate [bps] | N | 1[%] | =p. d. [dE]
e - . 129 B4 106 bl
nie 4 - 219 RECEN T
nsel 7 157 13656 | 53 573
nsed 9 - 137 17144 | 42 5.81

nseMY 4 - 05 748 | 65 561

nsel NV 7 - 155 16955 | 48 6101
s 7 3 162 19817 | 50 565
spal 10 4 105 20541 | 312 601 |
sl 7 4 139 1922% | 45 580

bit rate [bps]: average bit rates, (withoul prosedy, for one representative),

N Mumber of undque segments in training data set

1[%]: Averapge relative number of sepments in re-sepmented label ﬁ]mln:rm:j VErEIoN.

sl [dB ] Spectral distortion betwesn coded vemsion and original speech (only for LPC synthesis),
recd: 00d segmentation, rre: Be-sepmentation acoonding to middle frames of original s (const].
= min. lzngth of new sepments in frames), neeNV: Re-segmentation according oo middle states
of HMMs (const]. = min. length of new sepments in frames), sps: Re-segmentation according
10 gravity centers of original units (comst], = min, width of old units in frames, constl. = max,
number of original units that can be coversd by mew unit),

T Conclusion

The purpose of applying the re-segmentation techniques was 1o reach higher quality of
resulting speech coded by VLBE coders, This aim was achieved with all our experiments,
Subjectively we can say that the best quality of resulting speech was abtained with "nse 1™
version of the re-segmentation (objectively “nse™ version, according to Takle 1), Some
examples of resulting speech can be found on:

http:fwwnfee vutbrcpi~emotlicekfspeech. himl,

The speech coded only using omginal units {re-segmentation not used) and the resulting
average bit rates are given there, as well. In our experiments, the prosody and timing
(DTW) path were not coded, However according to [6], the sufficient average bit rate
for coding prosody is about 200bps. With this value, the difference between original and
coded prosody 15 almost indistinguishable. We can therefore expect the total bit rate for
a speaker dependent coder 1o be of about 370 bps.
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