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ABSTRACT 
New solutions to Very Low Bit Rate speech coding have 
been recently proposed based on speech recognition and 
speech synthesis technologies, [1,2,3,4,5,7,8]. In the 
continuation of the work described in [8], this paper presents 
a complete encoding scheme around 500 bits/sec. The 
proposed solution is based on automatic recognition of 
elementary acoustical units using HMM modelling. An 
unsupervised training phase is used to build the HMM 
models and the codebook of synthesis units. The decoded 
speech is then obtained by concatenating the corresponding 
synthesis units based on a HNM-like decomposition of 
speech. 
A new unit selection process is proposed integrating some 
prosody constraints. Through this approach, the size of the 
synthesis codebook is independent of the targeted bit rate. A 
complete description of the unit selection process and of the 
associated prosody modelling is given, together with the 
quantisation scheme of the overall set of encoded 
parameters. 

1. INTRODUCTION 

Classical frame-based encoding of speech is insufficient for 
addressing Very Low Bit Rate (VLBR) below 600 bits/sec 
while keeping a sufficient quality. Some already existing 
schemes achieve bit rate reduction through optimised 
quantisation of successive frames, as for instance the NATO 
STANAG 4479 at 800 bits/sec and the newly standardised 
NATO STANAG 4591 at 1200 bits/sec working on super-
frame merging three successive elementary frames. 

Improved solutions for a targeted bit rate below 600 bits/sec 
have been proposed based on variable length segmentation of 
speech, [4,5,7,8]. Starting from the description of [8], Section 
2 presents the basis for VLBR coding of speech, including 
training, encoding and decoding phases. In Section 3, the 
proposed solution for unit selection is presented. Section 4 
gives a description of the complete VLBR quantisation 
scheme. In Section 5, some results are given together with 
the estimated averaged bit rate. 

2. PRINCIPLES OF VLBR SPEECH CODING 

2.1 Training phase 
An unsupervised training phase is used to build the HMM 
models and the codebook of synthesis units. During the 
initial step, spectral target vectors and corresponding 
segmentation are obtained through Temporal Decomposition 
(TD) of the training speech corpus. Vector Quantisation 
(VQ) is then used to cluster the different segments in a 
limited number of classes (64). Finally, for each class of 
segments, 3-states left-to-right HMM (Hidden Markov 
Model) models are trained using an iterative process refining 
both the segmentation and the estimation of the HMM 
models. The final segmentation is obtained with the final set 
of HMM models, and is used to build the reference 
codebook of synthesis units. More details on the training 
process can be found in [4]. 
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Figure 1: VLBR encoding principle. 

2.2 Encoding phase 
During the encoding phase, a Viterbi algorithm provides the 
on-line segmentation of speech using the previously trained 
HMM models, together with the corresponding labelling as 
a sequence of class (or HMM) indices. Each segment is then 
further analysed in terms of prosody profile: frame-based 
evolution of pitch and energy values. The unit selection 
process is finally used to find an optimal synthesis unit in 
the reference codebook. In order to take into account the 
backward context information, each class of the synthesis 
codebook is further organised in sub-classes, depending on 
the previous identified class. The selection process is 
described in details in Section 3. 
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Figure 2: VLBR decoding principle. 

2.3 Decoding phase 
During the decoding phase, the synthesis units are recovered 
from the class and unit indices and concatenated with a 
HNM-like algorithm (Harmonic plus Noise Model). 
Additional parameters characterising the prosody 
information are also incorporated to match the original 
speech signal. 

3. UNIT SELECTION PROCESS 

3.1 Pre-selection of units according to F0 

In the previous VLBR structure, [8], the bit allocation for 
indexing the synthesis units depends on the size of the stored 
corpus. An improved quality will then be obtained by both 
increasing the size of the corpus and the corresponding bit 
rate. In the new structure, we propose to performs a pre-
selection of synthesis units according to the averaged 
estimated pitch of the segment to be encoded. It is then 
possible to keep the original training corpus with no 
limitation regarding its duration, and to choose independently 
the number of allocated bits to the selected unit indices: 
whatever the number of available units in the sub-class, 
therefore a fixed number (Nu = 16 units, 4 bits) of units is 
dynamically pre-selected. 
Once the Nu synthesis units have been pre-selected, the final 
selection process is performed by incorporating both 
prosodic and spectral information. For this purpose, time-
alignment between the segment to be encoded and the pre-
selected synthesis units has been investigated. During our 
experiments, it was found that a precise alignment at the 
frame level through Dynamic Time Warping was not 
essential, and therefore a simple linear correction of the 
unit’s length was sufficient. In order to avoid transmitting 
additional alignment information, we have used this linear 
length correction with parameter interpolation to calculate 
the different selection criteria. The calculation of these 
criteria is given in the following. 

3.2 Correlation measure on pitch profile 
For each pre-selected synthesis unit, the pitch profile is 
compared to the one of the segment to be encoded, using a 
normalised cross-correlation coefficient. For unvoiced 
frames, the estimated pitch value is arbitrarily set to zero, 
therefore introducing a penalty for voicing mismatch. 

3.3 Correlation measure on energy profile 
Similarly to the pitch profile, a normalised cross-correlation 
coefficient on the energy profiles is also estimated between 
each pre-selected synthesis unit and the segment to be 
encoded. 

3.4 Correlation measure on harmonic spectrum 

Spectral information can easily be incorporated using various 
kind of spectral parameters (LPCC, MFCC, LSF) with 
adequate distances. We suggest to compute an averaged 
cross-correlation measure between harmonic log-spectrum 
sequences of pre-selected synthesis unit and segment to be 
encoded, both being re-sampled either at the F0 profile of the 
segment to be encoded, or at a fixed predefined F0 (typically 
equal or less than 100 Hz). Pre-defined F0 reduces the 
overall complexity since the re-sampling of the synthesis 
units could then be done at the end of the training phase. A 
low-complexity alternative scheme consists in first time-
averaging the sequences of harmonic log-spectrum and 
computing the normalised cross-correlation measure on the 
averaged harmonic log-spectrum. 

3.5 Combined selection criteria 
The final selection of the synthesis unit is based on a 
combined criteria of the three previously defined normalised 
cross-correlation measures. In the current experiments, a 
linear combination with equal weights has been used. 

4. QUANTISATION OF VLBR PARAMETERS 

4.1 Quantisation of spectral information 

The spectral information is completely represented by the 
selected synthesis unit. The necessary information for 
retrieving the corresponding synthesis unit at the decoder is 
composed of the class index and the unit index in the 
associated sub-class. The class index is coded with 6 bits (64 
classes/64 HMM models), and the unit index is coded with 4 
bits (16 closest units according to the averaged pitch). 

4.2 Quantisation of prosody 
The averaged pitch time lag is quantified in the log-domain 
using a uniform 5-bit quantifier. A linearly varying gain is 
determined to match the pitch profile of the segment to be 
encoded from the one of the selected synthesis unit. This 
model requires an additional pitch profile correction 
parameter, which is encoded using a non-uniform 5-bit 
quantifier. The energy profile is fully determined from the 
profile of the synthesis unit, with average energy correction. 
The resulting energy profile correction parameter is also 
encoded using a non-uniform 5-bit quantifier. Finally, the 
segment length is coded with 4 bits, in the range of 3 to 18 
frames. The corresponding VLBR bit allocation is 
summarised in Table 1. The proposed scheme leads to a bit 
allocation of 29 bits/segment. 
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VLBR parameters Bit Allocation 

Class / HMM index (64) 6 bits 

Unit index (16) 4 bits 

Spectral Information 10 bits per frame

Segment length (3-18) 4 bits 

Averaged pitch 5 bits 

Pitch profile correction 5 bits 

Energy profile correction 5 bits 

Prosody Information 19 bits/frame 

Frame bit allocation 29 bits/frame 
Table 1: VLBR frame bit allocation. 

5. EXPERIMENTS AND RESULTS 

5.1 Estimated averaged bit rate 
For bit-rate evaluation, the coder has been trained on ten 
speakers individually (5 males/5 females), taken from the 
French read corpus BREF, [9]. 70 test utterances from each 
speaker have been coded yielding a global averaged bit rate 
of 481 bits/sec. The maximum and minimum averaged bit-
rate per speaker are 512 and 456 bits/sec respectively. 

5.2 Experiments 
The following figures give an illustration of the proposed 
unit selection process. Figure 3 shows the sequence of log-
spectrum interpolated at harmonic frequencies for the 
segment to be encoded. Figure 4 shows the equivalent 
sequence of log-spectrum for the selected synthesis unit. A 
comparison of the different energy profiles is given in 
Figure 5, showing the effectiveness of the selection process. 
Similarly, the Figure 6 illustrates the selection process 
regarding the pitch profile. 

5.3 Intelligibility test 
The Diagnostic Rhyme Test (DRT) is a common assessment 
for very low bit rate coders. It uses  monosyllabic words that 
are constructed from a consonant-vowel-consonant sound 
sequence. In our test, 55 French words are arranged in 224 
pairs which differ only in their initial consonants. A word 
pair is shown to the listener, then he is asked to identify 
which word from the pair has been played on his headphone. 
The DRT is based on a number of distinctive features of 
speech and reveals errors in discrimination of initial 
consonant sounds. 
The test was performed on 10 listeners using the voice of a 
female speaker coded with three different coders: the MELP 
(Stanag 4591), the HSX (Stanag 4479),  and the VLBR. 
The results gathered in Table 2 are the mean recognition 
score per coder. The VLBR is ranked before the Stanag 4479 
but does not reach Stanag 4591 performances. Indeed, the 
training speech corpus was continuous speech and was not 
adapted to isolated word coding. Yet, it points out the lack of 

accuracy of the VLBR coder in recognising and synthesising 
transient sounds like plosives. Further works will be done in 
this direction since plosives play an important role in speech 
intelligibility. 
 

Coder Recognition score (%) 

Stanag 4591 
2400 bit/s 88 

VLBR 
500 bit/s 80 

Stanag 4479 
800 bit/s 77 

Table 2: Intelligibility scores. 

6. CONCLUSIONS 

A complete VLBR encoding system has been proposed based 
on recognition and synthesis techniques. An averaged bit rate 
around 500 bits/sec is obtained thanks to a joint process for 
unit selection and prosody modelling. For illustration 
purpose, some speech audio files are available at the 
following address: 
 http://www.esiee.fr/~baudoing/sympatex/demo 
from both the French database BREF, [9], and the Boston 
University radio news corpus, [10]. The intrinsic quality of 
the speech synthesis core module (HNM) should be 
improved through a better incorporation of phase 
information, and concatenation on spectrally stable zones. If 
the joint process should help the adaptation of this VLBR 
scheme to a speaker-independent mode, some work still 
have to be done in this area. Some studies on robustness to 
noisy environments are also on-going, in particular with the 
integration of an AURORA-like front-end, [11]. Finally, 
compression of the speech synthesis units for low-cost 
memory storage will have also to be further investigated. 
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Figure 3: 
Interpolated harmonic spectrum of the segment to be 
encoded. 

 
Figure 4: 
Interpolated harmonic spectrum of the selected unit. 
 

 
 
 
 
 
 
 
 

 
Figure 5:  
Energy profile of the segment to be encoded (upper-dashed), 
and the selected unit before/after correction (upper-bold). 
Energy profile of the pre-selected units and the selected unit 
(lower-bold). 
 
 
 

 
Figure 6 : 
Pitch profile of the segment to be encoded (upper-dashed), 
and the selected unit before/after correction (upper-bold). 
Pitch profile of the pre-selected units and the selected unit 
(lower-bold). 

1672


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Marc Padellini
	François Capman
	Geneviève Baudoin



