Je ne sais pas pourquoi, mais word veut absolument me mettre des parties en grisé…

Applications de la théorie de l’information aux traitement des signaux

Dans ce thème de recherche, nous nous intéressons notamment à exploiter différents concepts issus de la  théorie de l'information en vue d'applications en traitement du signal et télécommunications. Un fil directeur est ainsi l'étude et l'exploitation des mesures d’information et de complexité, pour le filtrage et la restauration de signaux et images, pour l'inversion et l'égalisation en communications numériques, la séparation de sources.

Maximum d’entropie sur la moyenne
Lors de la préparation de la thèse de doctorat de J.-F. Bercher «Développement de critères de nature entropique pour la résolution de problèmes inverses linéaires » soutenue en 1995, celui-ci a étudié la résolution de problèmes inverses linéaires, et contribué au développement et à la compréhension d’une structure méthodologique fondée sur le maximum d’entropie. Le principe de cette méthode est de considérer l’objet inconnu comme la moyenne d’une loi, à maximum d’entropie, et satisfaisant les contraintes d’observation. Des contraintes a priori peuvent être intégrées sous la forme d’une mesure de référence. Une propriété intéressante de cette approche est de conduire à la définition d’un critère strictement convexe (ce qui garantit l’unicité de la solution) prenant en compte la mesure de référence, et de posséder une approche duale attrayante pour l’implantation. À la suite de ce travail et de certains de ces prolongements (menés dans le cadre du laboratoire Systèmes de Communications), un article de revue [P2] a été publié.

Estimation de l’entropie

Le concept d’entropie est rarement utilisé directement en traitement du signal, mais plutôt comme justification ou construction de méthodes théoriques. La principale (première) difficulté est l’absence ou la rareté d’estimateurs de l’entropie, qui permettrait d’utiliser celle-ci comme outil ou indicateur pour l’analyse de signaux. Avec Christophe Vignat, de l’université de Marne-la-Vallée, nous nous sommes attachés à construire un estimateur de l’entropie de Shannon, qui possède des caractéristiques récursives, ce qui permet de l’employer « en ligne ». En outre, nous avons envisagé quelques applications et décrit l’apport d’un tel estimateur pour ces applications. Nous avons proposé deux estimateurs de l’entropie. Le premier repose sur une modélisation paramétrique des densités de probabilité [P9, C1]. Le second estimateur est un estimateur classique, reposant sur une technique de type histogramme, pour lequel nous avons trouvé une formulation récursive sur le temps [C14]. 

Maximum d’entropie sur la moyenne itératif

Dans la méthode du maximum d’entropie sur la moyenne, on cherche à résoudre un problème inverse linéaire bruité en construisant une mesure de probabilité (à maximum d’entropie) dont la moyenne soit solution du problème inverse. Dans le cas bruité, le problème est résolu en utilisant un « objet étendu » comprenant à la fois l’objet initial et le bruit. Dans les deux cas, le maximum d’entropie sur la moyenne permet de définir un critère (implicite) convexe ce qui garantit l’existence et l’unicité d’une solution. L’objet de cette recherche est d’étudier une autre approche, toujours fondée sur le principe du maximum d’entropie sur la moyenne, permettant la résolution de problèmes inverses linéaires bruités. L’idée de base est la suivante. La solution du problème sans bruit est la moyenne d’une loi exponentielle par rapport à une mesure de référence. Dans le cas bruité, on peut imaginer de résoudre le problème en remplaçant les observations initiales par la moyenne de la loi a posteriori construite en utilisant la vraisemblance des observations et la loi à maximum d’entropie comme loi a priori. La procédure est alors à mettre en œuvre de manière itérative : à partir d’un certain jeu de données « moyennes », on détermine les paramètres de la loi à maximum d’entropie (tel que la moyenne de cette loi soit solution du problème inverse pour ce jeu de « données »), puis on remet à jour les « données moyennes » en calculant la moyenne a posteriori (en pratique, cette moyenne est estimée par importance sampling). En fait, cette procédure est analogue à un algorithme EM écrit pour une famille exponentielle engendrée par la mesure de référence initiale. Ce lien avec une procédure EM permet de prévoir la convergence de l’algorithme. La recherche des paramètres de la loi à maximum d’entropie est équivalente à la recherche de ces paramètres au sens du maximum a posteriori. Celui-ci étant strictement concave pour une famille exponentielle, la solution est en principe unique. La solution du problème inverse est alors également unique. En principe, cette solution définie au départ comme la moyenne de la loi à maximum d’entropie est également la moyenne de loi a posteriori. Une conséquence intéressante de cette approche est enfin la possibilité de caractériser l’estimateur obtenu en utilisant la covariance a posteriori. De premières simulations, encourageantes, ont été menées, dans un cadre de déconvolution monodimensionnelle. 

La finalisation de ce travail est en cours, dans le cadre d'un stage de post-doctorat (stagiaire tchèque, Pavla Holejsovska) qui a débuté fin avril 2003. A moyen terme, La soumission d'un article de revue sur ce travail est envisageable.

Procédure de déconvolution fondée sur l’entropie de Rényi 

Une difficulté posée par l’entropie de Shannon est que des résultats analytiques sont difficiles à obtenir dans le cas où l’on analyse des signaux subissant des transformations linéaires. Avec C. Vignat, nous avons cherché à exploiter la famille des entropies de Renyi, pour des applications en déconvolution aveugle et en séparation de sources. La démarche et les résultats essentiels sont pour le moment les suivants. Nous avons montré que l’entropie (de Renyi) de la sortie d’un filtre excité par une séquence i.i.d est toujours supérieure à l’entropie de l’entrée, pourvu que l’un quelconque des coefficients de la réponse impulsionnelle soit normalisé à 1 (un résultat du même type existe pour l’entropie de Shannon, avec une condition de normalisation en puissance [P9]. L’égalité peut-être obtenue si le filtre est le filtre identité ou un retard pur. Ce résultat peut être exploité en déconvolution/séparation aveugle en recherchant un égaliseur/séparateur tel que l’entropie du système global soit minimale. Pour ce faire, nous avons exprimé l’estimée de l’entropie de Renyi en utilisant un estimateur par noyau pour la loi. D’autre part, nous avons pu exprimer analytiquement le gradient (et le hessien) de l’entropie par rapport aux coefficients d’un égaliseur. Nous avons montré que ce critère permettait, dans certains cas, d’obtenir une déconvolution parfaite en aveugle, cf [C106]. Dans un second temps, nous avons prolongé ces résultats au cas multi-entrées multi-sorties, et établi une inégalité générale sur la « puissance entropique de Renyi » de la filtrée d’un processus vectoriel i.i.d. À partir de ce résultat, deux voies sont possibles pour la déconvolution MIMO aveugle, en recherchant à nouveau à minimiser une fonction de l’entropie de la sortie. La première permet d’approcher l’égaliseur exact, tandis que la seconde fournit une égalisation exacte, mais nécessite une « deflation ». Pour un estimateur par noyau des lois, nous avons pu établir l’expression du gradient du critère par rapport aux coefficients matriciels de l’égaliseur, et les résultats obtenus sont très intéressants dans le cas SIMO, plus nuancés dans le cas MIMO. 

Inégalité sur l’information de Fisher 

En parallèle avec le travail sur l’entropie de Rényi, nous avons repris certains résultats de R. Zamir sur une inégalité matricielle générale pour l’information de Fisher. Cette inégalité permet de borner l’information de Fisher après une transformation linéaire de vecteurs aléatoires. Cette borne fournit alors une fonction de contraste éventuelle pour les problèmes de déconvolution et séparation MIMO. Nous avons obtenu deux nouvelles démonstrations simple et compactes de ses résultats ainsi qu’une extension. Une partie de ces résultats a été présentée lors d’un colloque sur la théorie de l’information [C95], et un article de revue vient d’être soumis [P39bis]. 

D'autre part, le cas discret peut être important pour les applications, notamment en télécommunications. Le problème est alors intéressant, mais difficile : l'information de Fisher n'est pas définie pour des signaux à support discret, et différentes stratégies peuvent être utilisées pour étendre la définition (à partir de l'extension de résultats ou de modèles documentés pour le cas continu -- par exemple la convergence vers la loi de Poisson plutôt que vers la gaussienne).

A partir de ces extensions, nous cherchons à explorer les inégalités Fisher/Shannon que l'on peut en déduire.

Notons encore dans ce paragraphe sur l'information de Fisher que nous avons défini très récemment (février 2003) un estimateur de l'information de Fisher (scalaire) fondé sur  les statistiques d'ordre. On obtient ainsi un estimateur fonction d'un rapport de dérivées de la fonction quantile, qui se calcule simplement à partir de statistiques d'ordre.

Pour des signaux non-stationnaires, présentant des changements de lois, l'estimateur (implanté à l'aide de fenêtres glissantes) présente un comportement très étonnant, en détectant très précisément et sans ambiguïté les ruptures. Cet effet peut sans doute s'interpréter comme lié à l'emploi de statistiques d'ordre d'une part, et aux propriétés de divergence de l'information de Fisher lorsque le signal devient déterministe ou à support discret.

Il reste sur ce nouvel estimateur tout un travail à effectuer, notamment sur la quantification statistique, sur la compréhension de son comportement et sur des applications.

Plan d'information de Fisher-Shannon

L'entropie de Shannon a été nommée en raison de son analogie formelle avec l'entropie de la thermodynamique.

Le lien entre ces deux entropies est en fait plus qu'une analogie, comme cela a été discuté par de nombreux auteurs, à commencer par Brillouin (1962) et Jaynes (1983). Plus récemment, Frieden (1998) a tenté l'unification des différents principes de la physique statistique en s'appuyant sur l'information de Fisher.

Avec C. Vignat, nous nous sommes intéressés aux relations entre l'entropie de Shannon et l'information de Fisher.

Différents articles arguent de la supériorité de l'information de Fisher ou de l'entropie de Shannon, suivant les cas. En fait, l'information de Fisher et l'entropie de Shannon présentent nombre de propriétés analogues, qui semblerait autoriser à substituer l'une par l'autre. Cependant, les deux quantités sont reliées par une << relation d'incertitude >> (produit de l'information de Fisher et de la puissance entropique supérieur à 1) qui indique que les deux quantités ne doivent pas évoluer conjointement de manière anodine. Cette observation nous a conduit à nous intéresser à une représentation conjointe dans le plan d'information Fisher-Shannon. Nous avons étudié deux familles de densité de probabilité : les Student-t et les gaussiennes généralisées -- qui sont des distributions couramment rencontrées en physique et nous avons montré qu'elles peuvent être parfaitement décrites par leurs coordonnées dans le plan Fisher-Shannon. Une évolution des paramètres des lois se traduit alors par une trajectoire dans le plan Fisher-Shannon. Il est alors possible de construire des trajectoires arbitraires dans le plan Fisher-Shannon, ce qui signifie, dans un contexte non-stationnaire, que l'étude d'un seul des deux indicateurs peut être insuffisante (une trajectoire en escalier, par exemple se traduit par des sauts, non simultanés, dans l'information de Fisher et dans l'entropie de Shannon), et qu'aucun des indicateurs n'est plus adéquat que l'autre. Un article de revue issu de ce travail est  actuellement sous presse [P38].

Applications de la théorie de l’information au traitement des signaux

Les perspectives immédiates concernent les prolongations des travaux en cours :

· Méthode du maximum d’entropie sur la moyenne itératif : il nous faut confirmer les résultats obtenus sur des problèmes monodimensionnels, puis s’intéresser aux problèmes d’imagerie (imagerie médicale et télédétection). Par ailleurs, il reste plusieurs points à voir concernant l’argumentation de la méthode et les résultats théoriques. 

· Procédure de déconvolution fondée sur l’entropie de Rényi.. Il reste notamment à caractériser la présence de minima locaux, étudier la possibilité d’intégrer des contraintes, par exemple de type CMA, dans un critère composite.

· Étude sur l’information de Fisher . Nous avons défini récemment un estimateur de l’information de Fisher fondé sur l’utilisation de statistiques d’ordre. Cet estimateur présente des performances étonnantes pour la détection de changement de lois (applications à l’étude de phénomènes non-stationnaires, détection de défauts, etc). Il y a donc un travail important pour qualifier cet estimateur et comprendre son comportement. Nous envisageons également d’essayer de l’étendre au cas multidimensionnels.  Par ailleurs, nous recherchons des extensions possibles de la notion d’information de Fisher (qui n’est proprement définie que pour des densités de probabilités continues) au cas de signaux à support discret, en considérant certaines propriétés d’invariance.

A moyen terme, nous comptons nous investir plus avant dans 

· la mesure et la compréhension de la transformation de l’information dans les systèmes dynamiques, éventuellement non-linéaires. Cet investissement nous amènera à acquérir de nouveaux outils pour la représentation de ces systèmes (équations différentielles stochastiques, information et modèles markoviens, analyse multirésolution). Sur ce thème, nous participons à une demande de création d’EPML (Équipe Pluridisciplinaire Multi-Laboratoires) auprès du département STIC du CNRS.

· Le traitement et l’analyse d’images issues de différents dispositifs d’imagerie. On y retrouvera notamment la thématique problèmes inverses, des outils de traitement du signal et de statistiques. Parmi les applications en cours ou envisagées prochainement, on peut mentionner une collaboration avec le laboratoire GESMA (M. Tanguy) pour la détection d’objets flottants à partir d’images infra-rouge, et une application à l’analyse d’images issues de puces-ADN (M. Lebec – Inserm U468).  Mentionnons enfin que nous sommes chargé d’un module de traitement d’images dans la filière « Analyse et traitement d’images » du DEA d’informatique de l’université de Marne-la-Vallée.

A AJOUTER DANS LE ThèME 1.1 (je pense)

Apports pour l'architecture des émetteurs numériques

Pour des modulations à enveloppe variable (les applications visées sont typiquement pour de l'OFDM ), La difficulté est dans ce cas de minimiser les distorsions apportées par l'étage de puissance (non linéarités). Comme alternative (ou complément) aux techniques de prédistorsion (adaptative), il est possible d’étudier une architecture de type EER (Envelope Elimination and Restoration), qui consiste  à faire fonctionner l'amplificateur en mode commuté en décomposant le signal d'entrée en son enveloppe (module) et sa phase. L'enveloppe est utilisée pour moduler (l'alimentation de) l'amplificateur qui fonctionne en mode commuté avec une << version saturée >> de l'entrée sinusoïdale (phase plus porteuse).

Après avoir réfléchi au problème de détermination d'une forme d'onde optimale pour coder l'entrée à l'aide d'une modulation à largeur d'impulsions, nous avons proposé d'utiliser un codage sigma-delta qui permet d'obtenir des performances comparables aux dispositifs existants. 

Des difficultés proviennent du fait que les différents étages analogiques introduisent des retards entre module et phase. 

Les performances, notamment spectrales, dépendent alors de l'effet de ces décalages. L’étude de ces performances, qui permettra ensuite de’isoler les paramètres essentiels du dispositif, revient à déterminer la fonction  d'autocorrélation du signal produit des module et cosinus de la phase (retardée), où le signal initial peut être approché par un processus gaussien de fonction d'autocorrélation connue. Il s'avère que le problème est très difficile nous n’avaons pu obtenir de solution analytique simple --- le résultat le plus simple conduit à une double intégration d'un produit de 6 fonctions de Bessel. Finalement, une estimation par Monte-Carlo semble s'imposer.

Pour compenser les retards entre « voies » (module et phase), nous avons développé deux algorithmes de synchronisation numérique originaux, le premier permettant de compenser les retards lorsque seule l'une des composantes module-phase est décalée par rapport au signal initial ; et le second qui fonctionne en aveugle à partir d'une mesure d'indépendance entre module et phase (en effet, module et phase d'un signal gaussien sont indépendants au  même instant, mais pas à deux instants différents, ce qui fournit un critère de synchronisation). Cette approche paraît particulièrement originale dans le cadre de la conception d'émetteurs numériques. 
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